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Backup and Restore tracing

_oNng running tasks
Not enough insight into progress
Trace flag (3004) output is cryptic and unformatted

Errorlog

« TF 3014 = TF 3014 + TF 3004 + TF 3212 (buffer config details)
« Formatted messages - Backup(dbname) and Restore(dbname)
« All errors (currently sent to the client, which can be lost)

Extended Event

 backup_restore_progress_trace

A
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backup_restore_progress_trace extended event



Database Recovery tracing éi\

Limited information available during database recovery
activities such as Analysis, Redo and Undo

Errorlog

« Does not output during Analysis phase
- "Recovery of database ‘%' is xx% complete (approximately yy seconds remaining)

Three new Extended Events:

- database_recovery_progress_report
- database_recovery_times
- database_recovery_trace
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Database Recovery progress

name

database recovery times

timestamp

database name recovery step

2015-09-23 15:40:24_ .. LargeDB

recovery time

3019

database_recovery_times 2015-09-23 15:40:24.... LargeDB LogMgrPreRecoveryTime 2672
database recovery fimes 2015-089-23 15:40:24___. |LargeDB AnalysisRecTime 210
database_recovery_times 2015-09-23 15:40:24.... LargeDB PhysicalRecoveryTime 283

 Progress and time estimates for various phases
rogr nd ti | rvariou
name timestamp database name phase estimated remaining time sec percent complete total elapsed time sec
database recovery progress report 2015-09-23 15:40:24_ .. LargeDB Analysis
database recovery progress_report 2015-09-23 15:40:24____ |LargeDB Analysis 37 0 0
database recovery progress_report 2015-09-23 15:40:24____ |LargeDB Redo 37 0 0
database recovery progress_report 2015-09-23 15:40:24____ |LargeDB Complete 0 100 1
([

Recovery time for specific steps during database startup
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Troubleshooting long running Recovery )

nams

database_recovery_Irsce

database_recovery_irace
database_recovery irace
database_recovery trace
database_recovery_lrace
database_recovary_race
database_recovery_trace
database_recovery_trace
database_recovery_lrace
database_recovery_trace
database_recovery irace
database_recovery trace
database_recovery lrace
database_recovery_trace
datsbase_recovery_trace
database_recovery_trace
datsbase_recovery_irace
database recovery irace
database_recovery irace
database_recovery trace
database_recovary_race
datsbase_recovery_trace
datsbase_recovery_trace
database_recovery _irace
database_recovery_irace
database recovery irace
database_recovery_trace
database_recovery_trace
database_recovary_irace
database_recovery_lrace
database_recovery_irace

tmestamp
2015-09-22 1540021

2015-09-23 15:40:24...
2015-09-23 15:40:24...
2015-09-23 15:40:24...
2015-09-23 15:40:24
20N15-09-23 15:40:24..
2015-09-23 15:40:24.

2015-09-23 15:40:24
2015-09-23 15:40:24

2015-09-23 15:40:24...
2015-09-23 15:40:24
2015-09-23 15:40:24
2015-09-23 15:40:24
20N5-09-23 15:40:24.

2015-09-23 15:40:24
2015-09-23 15:40:24

2015-09-23 15:40:24
2015-08-23 15:40:24
2015-09-23 15:40:24
2015-09-23 15:40:24
2015-09-23 15:40:24
2015-09-23 15:40:24_

2015-09-23 15:40:24
2015-08-23 15:40:24

2015-08-23 15:40:24 .

2015-08-23 15:40:24
2015-09-23 15:40:24 ..
2015-00-23 15:40:24 .
2015-09-23 15:40:24_.
2015-09-23 15:40:24._

2015-09-23 15:40:24

database name trace message

LargeDB
LargeDB
LargeDB
LargeDB
LargeDB

.Lnrg-nDE

LargeDB
LargeDB
LargeDB
LargeDB
LargeDB
LargeDB
LargeDEB

.LarquE

LargeDB
LargeDB
LargeDB
LargeDB
LargeDB
LargeDB

.Lnrg-uDE
_LNQ-ODE
|LargeDB

LargeDB
LargeDB
LargeDB
LargeDB
LargeDB

_Larg-eDB

RecoveryUnit: PreRecovery
Database LargeDB has more than 10000 virtual log files which is exceggi

| Virtual Log File Table summary: VLF count = 62. |

RecoverylUnit: PhysicalRecovery

Starting database recovery.
Analysis phase startng.

[ Estimated log smount for ANALYSIS = 36677632 bytes | ™=

50 many wirtual lo

Recovery of database "LargeDB' (13) is 0% complete (spproemately 49 seconds remain). Phase 1 of
AMALYSIS LogBlock Stats - 25987 blocks, 28 stalls, 198 ms

SQL Server Tiger Team

Number of VLFs &

Estimated log size

AMALYSIS Scan Stats - 35908096 bytes, 30040 blocks, 114 cache misses, 113 blocking, 205852 RA depth,
AMALYSIS Consumer Stats - 0 LC, 30040 LogPool, 30040 disk, 0 pressures, 0 shnnks.
Recovery of database LargeDB' (13) i 0% complete (approomately 37 seconds remain). Phase 1 of 3. This s an informational message only. Mo user action is required.

AMALYSIS LogBlock Stals - 29987 blocks, 28 stalls, 198 ms.
Dirty Page Table summary: page count = 12

Analysis phase done
Redo phase starting

Number of transactions

| Estimate: REDO = 36465736 bytes of log, UNDO = 0 transactions and 0 log records. Buffer pool rampup OFF. |

Recovery of database LargeDB' (13) i 0% complete (approomately 37 seconds remain). Phase 2 of 3. This i3 an informational message only. Mo user action is required,

Don't allow defernng failed transactions because no backup exdsts.

REDO LogBlock Stats - 29987 blocks, 0 stalls, 37 ms.

REDO Scan Stats - 35908096 bytes, 30040 blocks, 1 cache misses, 0 blocking, 17726122 RA depth.
REDO Consumer Stats - 0 LC, 30040 LogPool, 0 disk, 0 pressures, 0 shrnks

REDO IO Stats - 20008 page fes, 33 ms for read, 9994 wasted reads, 0 misses, 0 weaits, O ms
REDO Readfhead Stats - 12 RAs, 1 dups, 0 stalls, 0 ms for RA, 35908096 bytes processed

REDO EagerWrite Siais - 11 wriles, 11 pages, 0 overflows.,

Redo phase done.

Time spent in each phase

[9995 transacticns rofled forward in database 'LargeDB’ (13:0). This s an informationsl message only. Mo user acton is requimd.]

RecoverylUnit::CompletePhysical: Complating physical recovery.
RecoveryMgr::PhysicalCompletion
RecoverylUnit: FoupPostiRedo

RecoveryMgr. TransibonTolpdateable: Prepanng for the log to be updateable



Index Usage DMV behavior updatec éi\

« Up until SQL Server 2008 R2, using index usage stats
entries in sys.dm db index usage stats to make some
assumptions over index design and workload patterns was
common.

« In SQL Server 2012 and higher versions, entries in this
DMV were reset with every index rebuild.

» In SQL Server 2016 and 2014 SP2, we are restoring the
expected behavior with usage stats tracking in
sys.dm db index usage stats, where entries will not be

removed.

SQL Server Tiger Team


https://msdn.microsoft.com/en-us/library/ms188755.aspx
https://msdn.microsoft.com/en-us/library/ms188755.aspx

Today, Update Statistics executed serially éi\

I Total time for the Job
is 15 seconds

7 secs 4 secs 2 secs 2 secs

s1 s1 ST
s2 s2
s3
s4
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Today, Update Statistics executed in é:i\
le

Total time for the Job
IS / seconds

[/ secs 4 secs 2 secs

SQL Server Tiger Team



Simultaneous Update Statistics? éi\

 For VLDB scenarios, running UPDATE STATISTICS on the
entire database can take considerable time to complete.

« UPDATE STATISTICS uses parallelism but cannot run
simultaneously over different Statistics objects in the same

table.
e Let's look at a few scenarios...

SQL Server Tiger Team



Problem with Update Statistics executed éi\
simultaneously

Job1
Grant Sch-M Lock on T1s<...>
Job2
Deny Sch-M Lock on T1s<...>
Job3
2 secs Deny Sch-M Lock on T1s<...>

T1s1
T1s5

T1s6 Tis7 1158 Deny Sch-M Lock on T1s<...>

SQL Server Tiger Team



Update Statistics executed simultaneously é:i\

Total time for the Job
s 4 seconds

Grant U Lock on T1s<...>

Grant U Lock on T2s<...>

4 secs

Grant U Lock on T3s<...>
Grant U Lock on T4s<...>

In SQL Server 2014 SP1 CUG6, using TF 7477

SQL Server Tiger Team



Query Execution and
Performance
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Database Compat Level and TF 4199 )

 History

« TF 4199 introduced in SQL Server 2005 SP3 CU6 to collect all optimizer fixes in a
single trace flag

« These fixes were not enabled by default in next major version (continued under
4199)

» Going forward:

Trace Flag Optimizer fixes before Optimizer fixes after SQL Server 2016
SQL Compat. Level | 4449 SQL Server 2016 RTM RTM

120 Off Disabled Disabled
120 On Enabled Disabled
130 Off Enabled by compatibility level Disabled
130 On Enabled by compatibility level Enabled by compatibility level

Note: Setting no. 3 is recommended for customers who are newly upgrading to SQL Server 2016.
SQL Server Tiger Team



min and max query memaory grant option é}\

« User control over min and max grant size in percentages

« OPTION (MAX_GRANT_PERCENT=0.1), meaning 0.1% of max allowed query
memory under Resource Governor

« The valid value is between 0 and 100%
« MAX GRANT_PERCENT >= MIN_GRANT PERCENT

« Why use a floating point value?
» On a high end machine with 1 TB of memory, 1% can be already 10GB

« SQL Server 2016 and SQL Server 2014 SP2

SQL Server Tiger Team



Grants in DMV and Showplan )

« New columns in sys.dm_exec_query_stats

total grant kb last gant kb min_grart_ kb max_grant kb total used grant_ kb last_used grant kb
783288 783288 783288 783288 0 ]

min_used grant_ kb max used grant_kb  total ideal grant kb last_ideal grant kb min_ideal grant_ kb max_ideal grant_kb

0 0 28552000 28552000 28592000 28352000
 Showplan extended to include grant usage per thread ana
|terator ME_mu:ur:,.fli.Srant 783288
= ViemonGrantinfo
DesiredMemory 28392000
GrantedMemory 783288

GrantWaitTime

MaxUsedMemory

e B

RequestedMemory 783288
RequiredMemory 40e4
SerialDesiredMemory 28588443

SerialRequiredMemory 312 SQL Server Tiger Team
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Memory grant Extended Events



Addressing large memory grant requests 6

Optimized Nested Loops (or Batch Sort) SQL Server Tiger Team

« Optimization aimed at minimizing I/O during a Nested Loop when the inner side table is
large

» Nested Loop join may try to reorder the input rows to improve I/O performance

Issue

« Extreme memory grants found when the outer table of the Nested Loop join has a
predicate that filters the result to a small input, but the batch sort appears to be using an
estimate for cardinality that is equivalent to the entire outer table

Ty

« Disable this feature globally using Trace Flag 2340 KB
« Use new query hints (more on that coming) 2801413

Side-effects

« OOM conditions, memory pressure for plan cache eviction, or unexpected
RESOURCE_SEMAPHORE waits



Demo

Optimized Nested Loops and Memory grants



Per-operator level performance stats )

« Need insight on the performance of each node and thread

 Showplan extended to include RunTimeCountersPerThread
- Up to SQL Server 2016

<RunTimeInformation> <RunTimeCountersPerThread Thread="0" ActualRows="8001"
ActualEndOfScans="1" ActualExecutions="1" /> </RunTimeInformation>

« SQL Server 2016 and SQL Server 2014 SP2

<RunTimeInformation> <RunTimeCountersPerThread Thread="0" ActualRows="8001"
ActualRowsRead="10000000" Batches="0" ActualEndOfScans="1" ActualExecutions="1"
ActualExecutionMode="Row" ActualElapsedms="965" ActualCPUms="965"
ActualScans="1" ActuallLogicalReads="26073" ActualPhysicalReads="0"
ActualReadAheads="0" ActuallLoblLogicalReads="0" ActuallLobPhysicalReads="0"

ActuallLobReadAheads="0" /> </RunTimeInformation> _
SQL Server Tiger Team



Per-operator level performance stats

« New Extended Event query_thread_profile

« Showplan time scale = milliseconds
« XEvent time scale = microseconds for CPU and total time.

Marme - Category| ~ | Channel |~
query_thread_profile Event Fields - Descripticn
Reports the performance of actual_batches Mumber of batches processed by this thread
each node and thread of a actual_execution_mode Execution mode of the thread. 0 indicates row mode, 1 indicates batch mode
query plan after execution actual_legical_reads Mumber of logical pages read
actual_physical_reads Mumber of physical pages read
actual_ra_reads Mumber of read-ahead pages read
actual_rebinds Murmber of rebinds far this thread
actual_rewinds Murmber of rewinds for this thread
actual_rows Mumber of rows processed by this thread
actual_writes Mumber of pages written
cpu_time_us CPU time in microseconds
io_reported Is 10 reported?
node_id The ID of the node in the query plan
thread_id The ID of the thread running in this node
total_time_us Cumulative time in microseconds, including waits

3

SQL Server Tiger Team



o

SQL Server Tiger Team

Demo

Per-operator level performance stats



What is Predicate Pushdown? é}\

« Parts of the filter predicate may match an index key and

may therefore be used to run an index seek or range scan.

- Remaining parts of the predicate are known as "residual" and must be evaluated
for each row output by the scan or range operation.

 This would be a filter operator.

« To improve performance, SQL Server can push such a filter

down to the table access operator itself.

» In the case of an inaccurate cardinality estimation that is related to parameter
sensitivity, the scan-below filter may be processing a larger number of rows than
expected.

- This is hidden from an actual execution plan: actual number of rows returned are
rows after the residual predicate is applied and not the actual number of rows

that are scanned from a table or index.
SQL Server Tiger Team



Predicate Pushdown in Showplan éf\

« It a row is filtered out by the Storage Engine due to an
non-sargable predicate, can you find that?

» Can be confusing to see high CPU or large logical reads

(from tracing), but t
« New Showplan attri

ne query plan doesn't reflect that.

oute Number of Rows Read.

» This attribute provides information about how many rows were read by the
operator before the residual predicate was applied.

e |n SQL Server 20716,

2014 SP2 and 2012 SP3
KB
3107397

SQL Server Tiger Team
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Predicate Pushdown in Showplan



Basic stats terms éi\

« Density = 1/Distinct Value Count
» Frequency = Row Count * Density
« Selectivity of Predicate = Row Count satistying Predicate

SQL Server Tiger Team



The CE assumptions )

Uniformity

« Distinct values are evenly spaced and that they all have the same frequency.

« More precisely, within each histogram step, distinct values are evenly spread and each value has same
frequency.

Containment

« Users query for data that exists.

« For equi-join of two tables, we factor in the predicates selectivity in each input histogram before joining
histograms and come up with the JOIN selectivity.

Independence

« Data distributions on different columns are assumed to be independent, unless correlation information is
available and usable.

« For filter predicates where Col = Const, the constant is assumed to actually exist for the associated column.

« If a corresponding histogram step is non-empty, one of the step’s distinct values is assumed to match the
value from the predicate. SQL Server Tiger Team



What assumptions changed in new CE? )

Simple Containment becomes Base Containment

« Users might query for data that does not exist, so we use probabilistic approach.

« For equi-join of two tables, we use the base tables histograms to come up with the
JOIN selectivity, and then factor in the predicates selectivity.

 Trace Flag 2301 to enable Base Containment in previous versions.

Independence becomes Correlation

« The combination of the different column values are not necessarily independent.
« This may resemble more real-life data querying.

SQL Server Tiger Team



New CE using multi-column stats é%\

« new CE derives cardinality for correlated columns by
sorting the filters according to their density, where the

smallest density value is first, using single-column statistics.

* Since the density is expressed in a range between 0.xxxx and 1 the smaller values
means lower density, better selectivity or more different values.

« We then use only the first four most selective filters to calculate the combined
density, using Exponential Backoff, expressed like p, x p,** x p,"* x p;¥® x Tc

« For SQL Server 2016, it multi-column statistics over the
oredicate columns are available, those will be used to
derive frequency base estimations.

SQL Server Tiger Team



Database Compat Level and CE version é%\

SQL Server Tiger Team

Level

 NoTF 120 130
TF 9481

° & :
TF 2312

S S N
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Estimation using multi-column stats



Query progress estimation

Limited feedback Very difficult to get insight

mechanism for query into long running queries
execution progress

Estimated Query plans do
not contain any run-time
information

Actual row counts, memory
grant usage, execution time
warnings

SQL Server Tiger Team
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Live Query Statistics



SSMS Plan Comparison

C:\IP\Tiger\5QLBits\Demos\Plan Comparison\Comparel Planl Slow.sglplan

SELECT e. [BusinessEntityID], p.[Title], p.[FirstName], p.[MiddleName], p.[LastName], p.[3uffix], e.[JobTitle],

3

SQL Server Tiger Team

e . [PhoneNumber] ,

il — — 3 H
Merge Join Sort Compute 5. C:I Index Scan (MNonClustered)
(Right Out_ ort ! [EmailAddress] _ [IX Emaillddress _:
Cost:o.. Cost: 0 % H - i
Cost: T2 % H Cost: 0 % e
iy Iq &
D ] m = = 24
Wested Lo. Compute 5. — Merge Join Sort
(Left Ouc_ (Right Out._. -
Cost: 0 % Cast:.
Cost: 4 % Cost: 0 %

1

[PersonPhone]

C:\IP\Tiger\5QLBits\Demos\Plan Comparison\Comparel PlanZ Fast.sglplan

SELECT e.[BusinessEntityID], p.[Title], p.[FirstName], p.[MiddleName], p.[LastName], p.[Suffix], e.[JobTitle], pp.[PhoneNumber],

" Hagh Match Compute S.. H Index Scan (HonClustered)
IE (Right Out.. Cost: O & i [EmailAddress] . [IX Emaillddress .
OST D H
Cost: 18 % : Cost: 3 %
R 1
2, i !
M= | |
F 1 I
Hash Match Compute 5. Clustered Index Scan (Clustered) 1
{Right Qut._ Cost: 0 & : [PhoneNumberType] . [PK_PhoneNumberTy.. |
fal-3 v 1
Cost: 0 % 1 Cost: 0 % 1
= 23 =

Highlight similar operations

List of similar areas in compared plans:

—————— Clustered Index Scan (Clustered) [PhoneMumber Type] [PK_PhoneMumber Type_ Phone Mumber Typel D] [prit]

Index Scan (NonClustered) [CountryRegion]. [AK_CountryRegion_MName] [cr]

Clustered Index Scan (Clustered) [State Province] [PK_State Province_State ProvincelD] [sp]

Index Scan (NonClustered) [Address] [I¥_Address_Addressline1_AddressLine?_City_StateProvincelD_PostalCode] [a]
—————— Index Scan (MonClustered) [Business Entity Address].[I¥_BusinessErtityAddress_Address TypelD] [bea]

[] Highlight operators not matching similar segments
lgnore database name when comparing operators

SecurityPoli False
» Set Options ANSI_MULLS: True,
Statement [2E] SELECT e.[Bus
» Wamings Type conversion in g

Properties ~ qXx

Top Flan Battom Flan

BEEEcT v

] = = =]
Cached plai[3&] 152 KB Cached pla [#5]
CardinalityE [#&] 70 CardinalityE [2£]
CompileCPL[Z&] 144 CompileCF1 [2£]
CompileMer [3&] 2112 CompileMer [25]
Compile Tim [Z&] 144 CompileTim [2&]
Degree of F 1 Degree of F 1
Estimated h[Z&] 459857000000 Estimated b [Z&] 505.407
Estimated C 0 (%) Estimated C 0 (0%)
Estimated S[2&] 645122000000 Estimated < [2&] 576294
Logical Ope Logical Ope
Memory Gre [2&] 115520 Memory Gr: [2&] 27376

»  MemoryGral »  MemoryGra
Optimizatior FULL Optimizatior FULL
»  OptimizerHz > OptimizerHz

Physical Op Physical Op
CueryHash [F8] OxF7AFTFGEEA QuenyHash [F8] DedAFI273ER
QueryPlant [28] (xB544E5B16 QueryPlant [28] (F23BS0CED
RetrievedFr true Reason For [#&] Time Out

RetrievedFr true
SecurityPali False
»  Set Options ANSI_NULLS: True,
Statement [2E] SELECT e.[Bu
» Wamings Type conversion in

Cached plan size
Cached plan size.

Cached plan size
Cached plan size.




Real estate usage - Up to SSMS 2016 )
bility

« Vertical lines limit plan vis

Q1_WhereSection_2...6_ExecPlan.sglplan X REGIGLERENEEELIRLGIED]

ouery 1l: Query cost (relative to the batch): 100%
select this .AnswerId as AnswerIdlléZ 10 , this .Prototype as PrototypellfZ 10 , this .IsActive as IsActivelldZ 10 , this .QuestionId as QuestionIdlléZ 10 , this .QuestionTempl.

Flust._
r_ 6

+

Clustezed Index 3can (Clust-
[Dynamichropdowninawes] . [BH-

Co=s: 2 %
— = — — — e
ic] 1] icl izl icl £ y iy
Nested Loops Wested Loops Hested Loops Hested Loops Hested Loops Merge Join o Clustered Index Jean (Clust.
. ) . . . . . Compute Jcalar - Fuh: =
{Left Outer Joim) (Left Cuter Join) [Lefs CQuser Join) (Left Cuter Join) (Left Cuter Join) {Right Cuter Join) oo b & [Encryptfumberinswer] . [FH__
Cos=z: 0 % Cost: 0 % Cost: D % Co=t: 0 % Cost: 0 % Co=t: 0 % : Cos=t: 0 %
g i ¥ 3
Hested Loops Hested Loops Merge Join c seal Clustersd Index Sean (Clust_
[Lefs Ouser Joim) [Lefs Ouser Joinm) (Right Outer Join) “‘CF:’: -:“4 az [Encrypt3tringhn=wer] . [FE___
Cost: 0 % Cost: 0 % Cost: 0 % : Cost: 0 %
ol B
i | el

Hested Loops Zors Hested Loops
(Laft OQuter Join) Coss: 0 % (Left Cuter Join)
Coss: 0 % : Co=s: 0 %
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Real estate usage - New

« Optim

zed layout algorithm render plans in a more

condensed view, so more of the plan fits on the screen
without having to zoom out

ouery 1l: Query cost (relative to the batch): 100%
select this_ .AnswerId as AnswerIdlléZ 10 _, this__Prototype as PrototypelléfZ 10 , this_ .IsActive as IsActivellsZz 10 _,

this_.gQuestionId

as QuestionIdllAz 10 , this_.QuestionTempl

Clust_
ex_ 6

¢l
Clustered Imdex Scan (Clust..
) [DynamicDropdowninswez] . [FE..
Co=t: 2 &

fc] fcl
Nested Loops Hested Loops

({Left Quter Join) (Left Cuser Join)
Cost: 0O % Cost: 0 &

[REF(]
Clustered Index Seek (Cluo=t..
[Attackmentinswer] . [FE__Rtt..
Cost: & &

o]

Ma=ted Locp=
[Left Outer Join)
Cost: O &

Clustered Index Seek (Clust_
[PreDefinedAn=warlis=t] . [EE__
Cost: 4 &

fe]

Me=ted Loop=
{Left Outer Joim}
Cost: O %

|‘i‘j:\
Clustered Index Seek (Clust_
[PraDefinsdinswer] . [FE_ Pre_
Cost: 4 %

el
Hested Loops

{Left Outer Join)
Cost: 0 %

)

Clustered Tndex 3eek (Cluss_

[Addrassinswer] . [PE__Addres_
Cast: 4 %

Mezge Join
[Right Outez Join)
Cost: 0 %

1%

Clustered Index 3=ck (Cluss.
[Dollarhn=wer] . [FE_ Dollazh
Cozt: 4 &

= Ey

- Clustered Index Scan (Cluss-

[Encryptiunberfn=wer] . [FE___
Cost: 0 %

Compute 3calaz
Cost: 0 &

e fe]
Hested Loops Hested Loops
{Left Outer Join) (Left Outer Join)
Co=t: 0 & Co=t: D &

[BRF(]
Clustered Index Seek (Clust.
[MumbezZ 1. [ER_ Numb .
Cost: 3 &
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In Review: Objectives And Takeaways )

\\\\\\\\\Hlm//,,,/

\\\\ SPEED ////
3y It just works - performance
and scale in SQL Server 2016

Learn about new diagnostics
improvements for SQL Server

awwgg,, database engine engine
N “y
AVAILABILIT
a Learn how to use the new Evangelize the new features to
diagnostics to troubleshoot customers to get a highly scalable *
common performance out-of-box performance B -

issues
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