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SQL Serveris a Tier-1 RDBMS )

= Too many knobs

 Trace Flags
« Configuration Options

SQL Server Tiger Team

Downtime for database maintenance

« Database integrity checks
« Partition changes
« Schema changes

Bl Repeated data collection

« Insufficient or unstructured diagnostics




Top customer feedback areas éf\

SQL Server Tiger Team
Perf and Scale Availability

« Tempdb « Schema changes * Integrity Checks
* Query * Partition » Query Progress
Compilation management » Query Execution
« SOS_RW Lock » Always On « Always On
« Memory « Backup and
allocation Restore
« Auto Soft NUMA « Recovery
 Large systems * SQLDumper
« Multiple Log « xEvents
Writers

« Showplan



Performance and Scale

SQL Server Tiger Team



TempDB — the current experience

ol

SQL Server Tiger Team

mm Allocation latch contention

* PFS, GAM, SGAM

files

mm Metadata latch contention

« High create/drop workloads
« LATCH_EX waits on underlying system tables

« Solution: Rewrite t-sql code to reduce temp
tables

« Solution: Trace flags (1117,1118) and Multiple

KB

2964518




TempDB — the new experience )

SQL Server Tiger Team

Trace flags removed

« 1117 and 1118 behavior will be enabled by default for tempdb

Improved scanning algorithms

« Reduces metadata contention
« Optimistic locking of system tables under shared latch

New defaults*

» Setup experience
 Size and auto growth



Autogrow and Allocations tor user DBs )

SQL Server Tiger Team

Trace flags removed
« New extensions in ALTER DATABASE commands

1118

« ALTER DATABASE <dbname> SET MIXED_PAGE_ALLOCATION { ON | OFF }
« Default value of the MIXED PAGE_ALLOCATION is OFF
« New column in sys.databases (is_mixed_page_allocation)

1117

« ALTER DATABASE <dbname> MODIFY FILEGROUP <filegroup> {
AUTOGROW _ALL_FILES | AUTOGROW_SINGLE_FILE }

 Default value is AUTOGROW_SINGLE_FILE for all files in all filegroups
« New column in sys.filegroups (is_autogrow_all_files)



Summary for Autogrow and Allocations éf\

SQL Server Tiger Team

Database TF 1117 TF 1118
TempDB Not required (default) Not required (default)
Default behavior will grow single  Not required (default).
file. Use ALTER DATABASE
User Use ALTER DATABASE <dbname> <dbname> SET

Databases MODIFY FILEGROUP [PRIMARY]  MIXED_PAGE_ALLOCATION
AUTOGROW_ALL_FILES to grow  ON to go back to using mixed
all files in the filegroup. extents

System N A Allocations use mixed page
Databases o extents, cannot be changed.




lempDB — setup

% SQL Server 2016 CTP2.4 Setup

Database Engine Configuration

Specify Database Engine authentication security mode, administrators, data directories and Tem

Product Key

License Terms

Global Rules

Product Updates

Install Setup Files

Install Rules

Installation Type

Setup Role

Feature Selection

Feature Rules

Instance Configuration
Server Configuration
Database Engine Configuration
Feature Configuration Rules
Ready to Install

Installation Progress

Complete

TempDB Data Files

Number of files: 4 .

Initial Size (MB): 8 S| Total Initial Size (MB): |32

4

4

Autogrowth (MB): 64 =Total Autogrowth (MB): \M

Data Directories:

TempDB Log File

Initial Size (MB): & =

4

64

“r

Autogrowth (MB):

:\Program Files\Microsoft SOL Server\MSSQL13.SQL2016CTP24

Log directory: C:\Program Files\Microsoft SQL Server\MS5QL13.5QL2016CTP24'

< Back Next > Cancel

Add...

Remove

Help

Separate tab for tempdb in
setup

Number of data files — max
(8, number of cores)

Recommend initial — 32MB
and autogrow — 64MB

Specify multiple volumes,
setup will round-robin the
data files

Instant File Initialization

requires permission
SE_MANAGE_VOLUME

SQL Server Tiger Team




SMP In a nutshell )

Imagine a supermarket with a single aisle (front-side bus), which has all the
products (memory pages), and all shopping carts (CPUs) have to queue to
get their designated product.

How fast can shopping carts access products?

Aisle | =/
Pa Pa
g ge ge
1
Pa Pa
ge
T
F] Pa
ge ge
T
Pa Pa
T
Pa Pa
ge
1
F] Pa
ge ge

Contention when
many CPUs try to
use the FSB...
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NUMA in a nutshell )

Now imagine a supermarket with 4 aisles (1 bus per NUMA node, 4
nodes), with the products (memory pages) evenly distributed.

How fast can shopping carts access products now?

Aisle 1 Aisle 2 Aisle 3 Aisle 4
Pa Pa Pa Pa Pa Pa
g
Pa Pa Pa Pa Pa Pa
ge ge ge ge ge ge
Pa Pa Pa Pa Pa Pa
ge ge ge ge ge ge

— T —— e e — —

Bypass the single FSB bottleneck +
Lazy Writer per Node + Checkpoint per Node

b L —— e L —— R
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Large Systems support

SQL Server 2016 and 2014 SP2
Auto soft NUMA for large number of cores per socket

N

 During startup, SQL Server interrogates the hardware layout and automatically configures

Soft NUMA on systems reporting 8 or more CPUs per NUMA node.
« Hyperthread (HT/logical processor) aware.

SQL Error log

« "Automatic soft-NUMA was enabled because SQL Server has detected hardware

NUMA nodes with greater than 8 logical processors.”

DMV

« New column in sys.dm_os_sys_info (softnuma_configuration_desc) can have one of

the three values: OFF / ON / MANUAL

SQL Server Tiger Team



Memory allocation — current experience é\

More cores increases
contention

CMEMTHREAD mutex
protects a memory
object

MM
MM
MM

Add more cores

MM
Increased wait times

Severe performance

« Common contention objects degradation

- CMEMTHREAD ) .
. LOGPOOL (TF 9 Gone in SQL Server 2016

SQL Server Tiger Team



Memory allocation — new experience é\

SQL Server 2016 and 2014 SP2

Node 1 Node 2

Contention &.&& &I&I&

Node 1 Node 2

Contention
detected on ) detected on
WSS C\VIEMTHREAD LSRN NodeT
M 1*1 1:,: &I&I& I&I&I’;ﬂ
MM AR
MM
Partition by Node ™M Partition by Cores I“;‘I&I& I%I&I&
' Wasddad

2 Node, 24 cores
12 cores per node

SQL Server Tiger Team



Dynamic Partitioning of Memory Objects é\

Contention factor

 Current contention/temperature of the CMemThread

- |f average is 1 or more outstanding waits per each of the last 100,000 allocations,
then promote

Diagnostics

« Wait_type 'CMEMTHREAD' in sys.dm_os_wait_stats DMV
« Columns in sys.dm_os_memory_objects DMV (contention_factor, partition_type,

exclusive_allocations_count, waiting_tasks_count)

« New sglos.pmo_promotion Extended Event (fired during a promotion)

SQL Server Tiger Team
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Demo

Dynamic Partitioning of Memory Objects

Note: Video demo removed for space saving



Online Operations
« ALTER COLUMN

Table is unavailable due to
blocking

Massive amount of log - size of
data operation

Leverages Online Index Build (OIB)
infrastructure

Only needs schema lock at the
end

Rollback from failure as simple as
dropping the new version

CREATE TABLE dbo.doc_exy (Cl1 INT, C2

varchar(50) NULL, C3 decimal (4,2));
--Change Type

ALTER TABLE dbo.doc_exy

ALTER COLUMN C1 DECIMAL (5, 2) WITH
(ONLINE = ON)

--Change collation

ALTER TABLE dbo.doc_exy

ALTER COLUMN C2 varchar(50) COLLATE

Latinl General BIN WITH (ONLINE = ON)
-- Increase the scale and precision of

the decimal column.

ALTER TABLE dbo.doc_exy ALTER COLUMN C3

decimal (10,4) WITH (ONLINE = ON)

--Others (Nullability, Sparseness)

TRUNCATE TABLE PartitionTablel WITH

( PARTITIONS (6 T0 8) ) ) SQL Server Tiger Team



Query Compilation — Big Gateway )

Gateway SQL Server 2014 and older  Servers with large amount of RAM

RESOURCE_SEMAPHORE_QUERY_COMPILE
waits

Big « Concurrent large compilation requests
1 query blocked - current Big Gateway policy of 1 big

query

Medium
# of cores New in SQL Server 2016 and 2014 SP2

Dynamically adjust Big Gateway threshold

Allows concurrent big query compiles on large
memory systems
sys.dm_exec_query optimizer memory gateways

pool id name max_count
1 Small Gateway 96
= wait on semaphore to enter gated compile 1 Medium Gateway 24

SQL Server Tiger Team
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Diagnostics and Management



CHECKDB 0

° S|OW COﬂSISteﬂCy CheCkS MultiObjectScanner vs CheckScanner by DOP over 1TB DB
- Expensive Expression evaluation o 7x improvement
- Data types moved to -
EXTENDED LOGICAL CHECKS £ o
- Filtered indexes “lji
« Persisted Computed columns 500 L
« UDT columns and UDT columns on based on ° — b » > o
CLR assemblies DOP

m MultiObjectScanner Duration (sec) m CheckScanner Duration (sec)

« New techniques for faster checks

« CheckScanner using lock free design (similar
to Hekaton)

« MAXDOP option (SQL Server 2016 and 2014
SP2)

SQL Server Tiger Team



New Memory Grant Showplan Warning é\

« 3 conditions:

« Under used: when the max used size is too small compared to the grant size. This
can cause blocking and less efficient usage.

« Over used: when the used size exceeds the grant size. This can cause out of
memory on the server.

« Excessive growth: when the dynamic grant increases too much. This can cause
server instability and unpredictable workload performance.

« SQL Server 2076 post-RTM and SQL Server 2014 SP2

SQL Server Tiger Team



New Spills Warnings - Sort é\

Sort Spills = sort operations that do not fit into memory
« Supported by a Worktable in TempDB

Spill level 1
« Means one pass over the data was enough to complete the sort.
Spill level 2

« Means multiple passes over the data are required to sort the data

SQL Server Tiger Team



New Spills Warnings - Sort )

Up to SQL Server 2016 SQL Server 2016 and 2014 SP2

] 3
3 = > 3 = 4

fE
Hzsh Match Parall

Sort
Sort the input,

Physical Operation Sort
Logical Operation Sort
Actual Execution Mode oy
Estimated Execution Mode oy
Actual Humber of Rows 121317
Actual Humber of Batches 0
Estimated Operator Cost 1.23747 (3%
Estimated IJO Cost Q.0018760
Estimated CPU Cost 1.235353
Estimated Subtree Cost 2.71983
Estimated Mumber of Executions 1
Mumber of Executions 12
Estimated Mumber of Rows Q74541
Estimated Row Size 328
Actual Rebinds 12
Actual Rewinds Q
Mode ID 2
Warnings

Operator used termpdb to spill data during execution

weith spill lewel 1
Order By

[AdventureWWork: 2014 [Production]. [Product]. Shyle

Azcending

Sort
Sort the input,

Hzsh Match Parall
[Trmew Toded i 1= Se=s {Inner Join) {Repartitic
. Cost: 32 % ——— e 2 —

Physical Operation Sort &
Logical Operation Sor |-
Actual Execution Mode Py
Estimated Execution Mode Py
Actual Number of Rows 121317
Actual Number of Batches ]
Estimated Operator Cost 1.237471 (32%)
Estimated /O Cost 0.0018769
Estimated CPU Cost 1.23551
Estimated Subtree Cost 2.71923
Estimated Mumber of Executions 1
NMumber of Executions 12
Estimated Mumber of Rows 7454, 1
Estimated Row 5Size 328
Actual Rebinds 12
Actual Rewinds ]
Mode ID 2
Warnings

I97AKE

Operator used termpdb to spill data during execution
with spill level 1 and 12 spilled thread(s), Sortwrote
4437 pages to and read 4432 pages from tempdhb
with granted rmemory S0400KE and used memory

Order By

[AdventureWWorks 2014 [ Production]. [Product]. Style

Ascending

SQL Server Tiger Team



New Spills Warnings - Hash ﬁ\

Hash Spills = hash recursion or cessation of hashing (hash

bailout) has occurred during a hashing operation
 Supported by a Workfile in TempDB

Spill level T = Hash recursion

 Occurs when the build input does not fit into available memory, resulting in the
split of input into multiple partitions that are processed separately.

- If any of these partitions still do not fit into available memory, it is split into sub-
partitions, which are also processed separately. This splitting process continues

until each partition fits into available memory or until the maximum recursion
level is reached.

Spill level 2 = Hash bailout

« Occurs when a hashing operation reaches its maximum recursion level and shifts
to an alternate plan to process the remaining partitioned data.

SQL Server Tiger Team



New Spills Warnings - Hash

Up to SQL Server 2016

23 k%

Hash M
(Inner
Cost:

zessfully.

Hash Match
Use each rowe from the top input to build a hash table,
and each rowe from the bottorm input to probe into the
hash table, outputting all matching rowes,

Physical Operation Hash Match
Logical Operation Inner loin |
Actual Execution Mode Foovany
Estimated Execution Mode Foovany
Actual Mumber of Rows 19620
Actual Humber of Batches Q
Estimated IfO Cost Q
Estimated Operator Cost 01200468 (2000
Estimated CPU Cost 011053
Estimated Subtree Cost 0.591696
Mumber of Executions 1
Estimated Humber of Executions 1
Estimated Mumber of Rows 200
Estimated Row Size 118
Actual Rebinds Q
Actual Rewinds Q
Mode ID Q
Qutput List

[AdventureMiork2014]. [5ales]. [Customer]. Custormerl D

SQL Seg’ver 2016 and

Hash M: Hash Match
({Inner «

]

Cast: :

2014 SP?

Use each row from the top input to build a hash table,

and each rowe from the bottorm input to probe into the
hash table, outputting all rmatching rows,

Physical Operation Hash Match
Logical Operation Inner Jain
Actual Execution Mode Rowy
Estimated Execution Mode Rowy
Actual Humber of Rows 19620
Actual Humber of Batches 0
Estimated IJO Cost 0
Estimated Operator Cost 01200468 (205
Estimated CPU Cost 011033
Estimated Subtree Cost 0.591696
Mumber of Executions 1
Estimated Mumber of Executions 1
Estimated Mumber of Rows 200
Estimated Row Size 1B
Actual Rebinds ]
Actual Rewinds ]
Mode ID ]
Output List

[Adventuredforks2014]).[Zales]. [Custormer].CustarmerlD

Warnings

Warnings

Operator used termpdhb to spill data during execution

with spill level 1
Hash Keys Probe

[Adventuredforks20M14].[Sales]. [ Custormer]. CustomerlD

cessfully.

| rremory 1152KE and used memory 992KB

Operator used ternpdb to spill data during execution
wiith spill lewel 1 and 1 spilled thread(s), Hash wrote 32
pages to and read 32 pages from termpdb with granted

Hash RE].TS Frobe

- [Adventuretiork: 2014].[Zales]. [Customer]. Custamer|D I

SQL Server Tiger Team



SQL Server 2016
SQL Server 2014
SPZ

Selected events:

o
Mame

hashwarning |1

5'3"t.| sqlserver.hash_warning l 1
Selected events:

Mame F 7
hash_spill_details 1

 hash warning | 1]

sort_warning

0

oill xEvents - Hash Warning
Up to SQL Server 2016

Event configuration options:

# Global Fields (Actions) 7 Filter (Predicate) Event Fields

s

Mame

hash_warning_type

recursion_level

Event configuration options:

query_ocperation_nad...

Descripticn
Indicates either a hash recursion or a hash bailout warni
Identifies the node D of the operation that caused the

Indicates the number of times that the build input was

# Global Fields (Actions) ¢ Filter (Predicate) Event Fields

Mame

actual_row_count
dop
granted_memony_kb

query_operation_nod...

thread_id

hash_warning_type

recursion_level

used_memony_kb

workfile_physical_writ..,

worktable_physical_w...

e
Description

Actual number of uniquely hashed rows

Degree of parallelism

Granted memory in KB

Identifies the node ID of the operation that caused the |
Identifies waorker thread id which matches to showplan
Indicates either a hash recursion or a hash bailout warni
Indicates the number of times that the build input was
Murnber of pages written to workfile

Mumber of pages written to worktable

Used memory in KB

SQL Server Tiger Team



SQL Server 2016
SQL Server 2014
SPZ

Selected events:

#

Mame F 7

hash_warning 1

sortwarning | 1]

Selected events:

e

Mame e
hash_spill_details 1
hash_warning 1

sortwarning | 0] _

oill xEvents - Sort Warning )
Up to SQL Server 2016

Event configuration options:

# Global Fields (Actions) 7 Filter (Predicate) Event Fields

o
Mame Descripticn

guery_ocperation_nod... ldentifies the node |D of the operation that caused the s

- Indicates whether sorting a query required a single or

Event configuration options:

# Global Fields (Actions) " Filter (Predicate) Event Fields

Mame Description
actual_row_count Actual number of sorted rows
dop Degree of parallelism

granted_memory kb | Granted memery in KB

query_cperation_nod... |dentifies the node D of the cperation that caused the s

thread_id Identifies worker thread id which matches to showplan

sort_warning_type Indicates whether sorting a query required a single or e

worktable_physical_re.] Mumber of pages read from worktable
worktable_physical_w..] Mumber of pages written to worktable

used_memory_kb Used memory in KB

SQL Server Tiger Team



Spill xEvents - Hash details

« New Extended Event hash_spill_details

- Triggered at the end of hash processing.

- Use this together with any of the query_pre_execution_showplan or
query_post_execution_showplan events to determine which operation in the
generated plan is causing the hash spill.

Selected events:

~

Name

hash_warning

sort_warning

7

0

'4

ot picemts | 1]
1

hash_spill_details

Occurs at the end of hash processing if
there is insufficient memory to process

Event configuration options:

# Global Fields (Actions) 7 Filter (Predicate) Event Fields

Name
actual_row_count

dop
granted_memory_kb
query_operation_nod...
thread_id
workfile_physical_reads
worktable_physical_re...
workfile_physical_writ...

worktable_physical_w...
used_memory_kb

~

Description

Actual number of uniquely hashed rows

Degree of parallelism

Granted memory in KB

Identifies the node ID of the operation that caused the |
Identifies worker thread id which matches to showplan
Number of pages read from workfile

Number of pages read from worktable

Number of pages written to workfile

Number of pages written to worktable
Used memory in KB

SQL Server Tiger Team
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Demo

Spill warnings and extended events



Survey, decks and demos:
Part 1. http://speakerscore.com/Roar

There is a Part #2 — starting at 2pm
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